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Executive Summary

EXECUTIVE SUMMARY
Generative artificial intelligence (AI) refers to AI1 used to create content, such as text, images, music, 
audio, and videos.2 Generative AI offers many potential benefits, enabling users to automate, augment, 
and accelerate a wide range of workflows, from simple administrative tasks like transcription and 
translation to more-complex functions such as investigation and decision support. In the criminal 
justice system, generative AI offers promising solutions to address human resource and budget 
challenges, allowing practitioners to focus on more-impactful work. Generative AI–integrated tools 
may enhance data analysis, improve detection and objective assessment of evidence, and streamline 
administrative processes. However, its integration, particularly in the criminal justice domain, raises 
some concerns, including potential biases, privacy issues, and the need for rigorous oversight to ensure 
effective implementation. It is unclear whether these tools can deliver on their promised efficiencies 
in practice, as evidenced by early research evaluating time savings of implementing AI-assisted report 
writing software.3 These concerns highlight the necessity for addressing bias and accuracy, maintaining 
strict data privacy and security protocols, and promoting transparency and accountability in AI-driven 
decisions and processes.

This report is intended to help criminal justice decision-makers do the following:

 ¡ Understand what generative AI is and how it relates to the criminal justice system

 ¡ Identify how generative AI may be applied to tasks and jobs within the criminal justice system and 
the potential benefits, realities, and limitations

 ¡ Consider the technical, operational, and governance factors that may influence adoption and 
implementation

 ¡ Understand what makes up the generative AI technology stack and how models can be trained

Key Takeaways
• Generative AI represents an acceleration and advancement in technological innovation that already impacts the criminal justice 

system and will continue to do so—it is no longer a question of if or when, but how and to what extent.
• Generative AI–powered software tools may offer many potential benefits, such as improving efficiency and augmenting 

capabilities across an extremely broad set of applications for criminal justice system stakeholders. Although these products hold 
promise, little empirical evidence currently supports or refutes promised benefits from these products.

• Generative AI models can be deployed in various forms, including cloud-based models that centralize data processing and 
federated models that enable decentralized training across multiple locations, preserving data privacy and enhancing security for 
sensitive criminal justice applications.

• Decision-makers should be aware of the substantial technical, operational, and governance risks associated with generative AI–
powered software tools prior to implementation.

• Responsible use of generative AI requires addressing bias and accuracy concerns, maintaining strict data privacy and security 
protocols, adhering to ethics and legal standards, and promoting transparency and accountability in AI-driven decisions and 
processes.

• Generative AI technology is evolving faster than the legal or policy environment for AI—the criminal justice community must 
be proactive and must implement robust internal training and policy frameworks rather than relying solely on external legal or 
regulatory guidance.
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WHAT IS GENERATIVE AI?

Inputs and Outputs

Generative AI refers to advanced software programs specifically designed to create new content, such 
as text, code, images, music, audio, and videos, from given inputs like text, images, or audio. Unlike 
discriminative AI, which primarily classifies or predicts outcomes, generative AI focuses on producing 
novel outputs based on the prompts it receives. The models on which many generative AI tools are built 
operate probabilistically, meaning they generate outputs by predicting likelihoods for all possibilities 
of next elements (e.g., words, pixels) based on patterns learned from their training data. For example, 
facial recognition is a well-known application of AI in the criminal justice system. Discriminative AI tools 
may classify and predict whether detected faces match known individuals. However, generative AI-
based facial redaction or anonymization tools may generate anonymized synthetic faces for redaction 
in video footage, which enables privacy while maintaining realistic visuals.4 Appendices I and II describe 
generative AI common terms and provide a basic overview of underlying technology concepts, 
respectively.

Figure 1 provides a high-level summary of the tech stack that 
makes up a generative AI tool. Users typically interact with these 
tools through various interfaces, including web applications 
like chatbots or native software applications with application 
program interfaces (APIs) that provide access to AI models. In 
these interfaces, users provide requests for specific tasks (such 
as answering questions or generating content) in natural (i.e., 
plain) language, referred to as a prompt. The application sends 
the prompt to an AI model, which processes it and generates 
the output. At the core of many of these generative AI tools 
are foundation models, a general type of large-scale AI model. 
Prominent examples of foundation models include large 
language models (LLMs)—such as OpenAI’s GPT, Anthropic’s 
Claude, or Google’s Gemini—which were initially developed 
to specialize in text generation. These models are pretrained 
on broad diverse data sets using self-supervised learning 
techniques, giving them diverse capabilities without specific training.5 Foundation model parameters 
can be further refined and fine-tuned through human feedback to adapt them for specific tasks, such 
as those within the criminal justice domain. Typically, freely accessible tools are optimized as generalists 
and not specific to any domain. These models are typically hosted on cloud platforms, and the physical 
infrastructure of computer hardware to power model training and processing can be found in large, 
remote data centers.

Users of generative AI interfaces can word 
their prompts in simple human language, 
significantly reducing technical barriers to 
use. For example, the user could use the 
prompt, “Summarize the following body-
camera footage transcript for use in a court 
brief,” for an output like the following: 

“The footage shows Officer [name] 
approaching a suspect, [suspect’s name], who 
is visibly agitated. After initial questioning, 
the officer attempts to de escalate the 
situation. The suspect resists, and a brief 
struggle ensues before the suspect is subdued 
and taken into custody.”

Utility of Generative AI

Broadly, generative AI offers benefits across different domains and industries:

 ¡ Increased Efficiency: Generative AI can automate complex tasks and produce high-quality outputs 
quickly, reducing time and resource requirements.6
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 ¡ Improved Productivity: By handing repetitive or labor-intensive tasks, generative AI increases 
productivity, freeing up resources for more-complex tasks.7 

 ¡ Enhanced Accessibility: AI-generated summaries and translations make information more digestible 
and widely available.

 ¡ Improved Decision-Making: By quickly developing data-driven insights, generative AI tools can 
provide suggestions that inform user decision-making.

Generative AI Tech Stack

Users

User Prompt:

Recite the Miranda Rights that police 
officers recite when making an arrest.

ChatGPT:

The Miranda Rights are a standard 

Software Applications
Software applications are the end user-facing layer that provide a way for users to interact with (e.g., prompt) AI models.

Cloud Platforms
Cloud platforms are on-demand environments that provide infrastructure for 

deploying, running, and managing AI models.

Foundation Models
A foundation model is a large, pretrained Al model (e.g., billions of parameters) trained on large, 

unlabeled data sets and can perform a wide variety of general tasks (e.g., language processing and 
analysis, generating text and images, generating natural language).

Foundational Model Training

Pretraining
Foundation models are typically trained on large quantities of general data (e.g., Wikipedia, internet archives) 
through self-supervised learning in which the AI model learns patterns in data on its own with limited human 
involvement. Any gaps or biases in the algorithm or training data used will be reflected in the models’ outputs.

Fine-Tuning
Fine-tuning is a process that adapts a pretrained AI model to perform specific tasks or 

align with human preferences by continuing training on specialized data.

Reinforcement Learning with Human-Feedback
Outputs of models can be further refined through 

additional human feedback in which model outputs 
are labeled (e.g., safe, nefarious). These labeled data 
then feed back into the fine-tuning cycle to further 
refine model performance. Preferences and biases 

of the data will be reflected in the outputs.

Supervised Fine-Tuning
Foundation models are then fine-tuned for specific 

tasks through supervised processes wherein 
humans and AI algorithms, in conjunction with 

labeled data, provide input to help refine perfor-
mance. Preferences and biases of the data will be 

reflected in the outputs. 

Compute Hardware
Compute hardware is the physical infrastructure-such as Graphics Processing Units (GPUs), Tensor Processing Units (TPUs) 

housed in large, remote data centers, that powers model training and prompt processing.

Figure 1: High-level technology stack overview, showing how users interact with the generative AI interface and 
the technology powering this interface.



What Is Generative AI?

4 Landscape Study of Generative Artificial Intelligence 
 in the Criminal Justice System

Risks of Generative AI

Although generative AI tools offer potential benefits, the associated risks are equally significant for 
criminal justice practitioners.

Bias, Accuracy, and Hallucinations
A notable concern is inherent bias in generative AI models, which often stems from training on and 
operational use5 of biased data sets such as Wikipedia, which has known biases.8 This concern demands 
vigilant monitoring and mitigation by all stakeholders (e.g., software developers, practitioners, auditors) 
involved with the development and implementation of generative AI tools.

Additionally, generative AI models can generate inaccurate or entirely fabricated outputs, known as 
hallucinations. If undetected, these errors can compromise critical documents, from routine emails 
to sensitive court briefs or motions. These models may also have blind spots, due to missing data 
or knowledge cutoffs, where they fail to consider relevant information or nuances. Addressing both 
hallucinations and blind spots requires rigorous validation of outputs.

Data Security and Privacy
Data security and privacy are additional concerns, particularly as many generative AI tools operate on 
cloud infrastructure, where sensitive legal information may be processed or stored. Many widely used 
free AI tools (e.g., ChatGPT, Claude, Gemini) collect user data and may not be suitable for handling 
confidential or sensitive information. However, some cloud platforms—such as Microsoft Azure’s 
FedRAMP-compliant offerings—support more-secure, private deployments that may be suitable for 
sensitive use cases.9 Criminal justice agencies must ensure that AI tools comply with relevant data 
privacy regulations and implement safeguards to protect confidential information. For example, 
using a tool without proper data protections could lead to the inadvertent exposure of personally 
identifiable information or unauthorized access to sealed case files. See the following implementation 
considerations for more details on risks.

Intentional Exploitation of Models
Another emerging threat is the skeleton key risk, whereby AI model safeguards can be bypassed 
through malicious or misleading prompts, allowing users to exploit and manipulate a model’s intended 
behavior and outputs.10 By exploiting vulnerabilities in generative AI, malicious actors can manipulate 
the model’s behavior to produce harmful, unlawful, or unethical outputs. For instance, convincing an 
AI tool to generate dangerous or illegal content, such as instructions for building a bomb, under the 
guise of legitimate educational or research purposes demonstrates how easily such models can be 
weaponized.
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USE CASES OF GENERATIVE AI IN THE CRIMINAL JUSTICE 
SYSTEM: APPLICATIONS, BENEFITS, AND LIMITATIONS
In criminal justice settings, generative AI tools can be used to automate, augment, and accelerate a 
wide range of tasks, from administrative activities to decision support (as shown in Table 1). Although 
the technology is already being employed to perform different tasks, many more applications will likely 
emerge over time as the technology matures and improves, new benefits are discovered, and limitations 
are addressed.

Table 1: Example use cases of generative AI and associated benefits and limitations

Category Example Tasks Potential Benefits Limitations

Administrative 
& Record 
Management

• Automating document drafting, case file 
management, and scheduling

• Auto-generating summaries of incident 
and arrest reports

• Drafting routine correspondence and 
reports

• Creating automated task reminders and 
notifications*

• Streamlining record organization and 
categorization*

• Generating compliance reports for legal 
and regulatory standards*

• Reduce manual workload, improving 
efficiency

• Enhance document accuracy and 
consistency

• Ensure better compliance with legal 
standards

• Can sometimes generate content that 
appears accurate but may contain subtle 
errors or hallucinations

• Requires ongoing human oversight to 
ensure compliance with complex legal 
standards and correct interpretation of 
details

Data Analysis & 
Decision Support

• Generating insights and 
recommendations from large data 
sets (e.g., legal research, investigative 
support, jury selection,* patrol route 
generation,* inmate classification,* 
real-time crime center support*)

• Enhancing data analysis of body-worn 
camera audio and legal databases

• Facilitating the conversion and 
integration of various file types

• Enhancing digital evidence handling and 
processing for accuracy and reliability

• Detecting potential forgeries by analyzing 
handwriting, signatures, and documents*

• Creating predictive models for criminal 
justice strategies*

• Analyzing facial features to generate 
high-resolution images of suspects from 
low-quality evidence*

• Analyzing behavioral data to assist in 
creating accurate behavioral profiles of 
suspects*

• Accelerate data-driven decision-making
• Improve accuracy in evidence assessment
• Increase efficiency in handling large 

data sets
• Aid in proactive crime prevention by 

narrowing suspect lists and predicting 
potential criminal behavior

• Enhance identification accuracy with 
high-resolution facial recognition

• Provide high accuracy in forgery 
detection, strengthening legal evidence

• Limited by data processing capabilities 
and context window size

• May struggle with open-ended or 
complex legal queries

• Risks of inaccuracies due to model drift
• Prone to contrafactual bias, requiring 

human oversight
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Category Example Tasks Potential Benefits Limitations

Content 
Generation & 
Modeling

• Drafting summaries of interactions based 
on transcripts and reports

• Augmenting composite sketch creation 
and suspect identification

• Auto-generating court bundles with 
documents, evidence, and legal 
arguments*

• Creating 3D models and visualizations of 
crime scenes by analyzing data such as 
witness statements, photographs, and 
physical evidence*

• Speed up case preparation and analysis
• Increase accuracy and consistency in 

visual and textual content
• Improve the reliability of evidence 

interpretation

• Technological limits in rendering complex 
models and sketches; some applications 
are speculative and unproven

• Risk of bias in automated outputs
• Requires calibration and oversight to 

prevent inaccuracies
• Initial research3 and anecdotal reports11 

note that efficiency and other potential 
benefits of tools (such as AI-assisted 
report writing) have not yet been realized

Training & 
Simulation

• Automating content creation for training 
and anti recidivism programs

• Prisoner education
• Developing dynamic training scenarios 

for law enforcement*
• Generating realistic virtual environments 

for training*

• Enhance training realism and adaptability
• Tailor learning experiences to individual 

needs
• Facilitate continuous feedback and 

improvement

• Early-stage technology with technical 
limitations

• Computational demands may exceed 
institutional capacity

• May not fully address unique learning 
styles

Communication 
& Coordination

• Crafting real-time updates and briefings 
for responders*

• Generating consistent communication 
across multiple channels*

• Ensure timely and accurate information 
dissemination

• Improve coordination during large-scale 
incidents

• Risks of generating inaccurate or 
misleading information

• Requires continuous monitoring by 
human operators

Public Interaction 
& Assistance

• Using generative AI chatbots to deliver 
personalized responses to public inquiries

• Generating educational content and rapid 
response FAQ systems for public use

• Routing nonemergency services*

• Improve public access to information
• Enhance responsiveness to public 

inquiries
• Reduce demand on human resources

• Prone to errors in interpreting nuanced 
queries

• May produce incorrect or unclear 
responses

• Susceptible to contrafactual bias; requires 
human oversight to ensure reliability

Knowledge 
Management 
for Investigative 
Purposes

• Enabling multimodal search across 
disparate law enforcement data sets to 
identify signals or patterns, analyze large 
amounts of data, and note connections

• Save time sifting through large amounts 
of data

• Suggest actionable patterns and 
insights that would be time-intensive 
or impossible to conduct without 
visualization and analysis

• Complexity of multimodal data may 
cause difficulties in analyzing diverse 
data types (e.g., text, images, video)

• Lack of standardization across data 
sets may hinder effective analysis of 
multimodal data

* Indicates tasks that are not currently under development but could be potential future tasks.

Example Applications of Generative AI in Criminal Justice Settings

Generative AI–powered tools are being developed, tested, piloted, or employed for tasks that include 
transcription and translation, legal document summarization, legal document drafting, legal research 
and citations, legal document review, scheduling, data and evidence query, multimodal body-worn 
camera data analysis, investigation support, and even personalized diversion support.
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Table 2: Example use cases of generative AI in the criminal justice system and associated benefits and limitations

Category Example use cases of generative AI in the criminal justice system

Example Use Case Generative AI-Powered Draft Report Generation
Generative AI-Powered Legal Research and Document Review and 
Preparation

Target Users Law Enforcement Officers Courts, Legal Professionals

Availability Available Now Available Now

Prominent Classes of 
AI Used

Generative AI Generative AI

Description Generative AI–powered tools assist law enforcement officers in drafting detailed 
and accurate police reports by converting input data, such as voice notes or bullet 
points, into well-structured narratives. These tools can also provide templates 
or suggest content based on the type of incident, ensuring consistency and 
thoroughness in reports.

Generative AI–powered software tools that leverage the enhanced text generation 
and data query capabilities of generative AI to draft documents, assist with research, 
and help stakeholders prepare for depositions.

Pain Points Addressed Drafting police reports can be time-consuming and inconsistent due to varying 
writing skills among officers. The risk of omitting crucial details or introducing errors 
when manually drafting police reports, especially under time constraints or heavy 
workload, is a significant concern. Downstream users of police reports (e.g., media, 
prosecutors, victims) benefit from expedited access to this information. Additionally, 
the administrative burden of writing reports reduces the time available for active 
policing.

Generative AI addresses many pain points: large caseloads, substantial time required 
for manual document drafting and case research, the high propensity for errors in 
citations and factual accuracy, the intensive resource demands for document review 
and compliance checks, and the complexity of managing and linking extensive legal 
documents.

Specific Tasks 
Augmented

Generative AI augments drafting incident reports, converting structured input into 
comprehensive narratives, auto-generating sections of reports, ensuring compliance 
with legal standards, and translating content for multilingual reports.

Generative AI augments reviewing discovery documents, conducting contract 
policy compliance checks, performing legal research, drafting memos, document 
review, preparing for depositions, creating hyperlinked legal documents, generating 
timelines, spotting fake cases, cite-checking, generating exhibits for filing, and 
analyzing opposing counsel’s briefs for factual weaknesses.

Potential Benefits Generative AI has the potential to enhance efficiency by reducing report drafting 
time, improve accuracy and completeness of reports, ensure consistency in report 
formatting and content, and allow officers more time for active duty.

Generative AI tools could enable faster and more efficient legal analysis, streamline 
legal document preparation, and ensure accuracy in citations and evidence 
presentation. These tools may be implemented to automatically redact race-related 
information from case narratives to enable blinded prosecutorial decision-making, 
reducing instances of bias.13

Key Considerations Although generative AI tools can streamline report drafting, they must ensure data 
privacy and security, especially when handling sensitive or confidential information. 
Officers should verify the accuracy of AI-generated reports, and the tools must 
be integrated with existing law enforcement systems to maximize effectiveness. 
Monitoring for potential biases and hallucinations in AI-generated content is also 
crucial.

Little empirical evidence demonstrates the impact of these tools; for example, 
results of early research assessing the time savings impact of implementing 
AI-based report writing assistants to law enforcement workflows indicated that 
AI assistance did not significantly impact the duration of writing police reports.3 
Likewise, the deputy chief of the Anchorage Police Department noted in an Alaska 
Public Media interview that piloting AI-assisted report writing did not contribute to 
significant time savings for the officers.12 More research and evaluation is needed to 
understand how and where these tools can provide value.

Cloud-based legal software tools, including generative AI tools, may pose greater 
privacy and security risks than traditional on-premises legal software. Cloud 
infrastructure often involves remote data processing and storage, increasing the 
chances of unauthorized access or data breaches. Ensuring that these tools offer 
robust encryption, strict access controls, and comply with data privacy regulations 
like CJIS is essential. Additionally, careful integration with existing legal platforms is 
necessary to prevent vulnerabilities.

Example Tools & 
Vendors 
(tool | vendor)

Axon | Draft One Thomas Reuters | CoCounsel  DecoverAI | DecoverAI

365 Labs | CoPilot.AI Clearbrief | Clearbrief DeepJudge | DeepJudge

TRULEO | Field Notes LexisNexis | Lexis+ AI® Harvey | Harvey

Wordsmith AI | Wordsmith
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https://www.axon.com/products/draft-one
https://www.thomsonreuters.com/en/artificial-intelligence
https://www.decoverhq.com/
https://www.365labs.com/a-revolution-in-police-reports-how-copilot-ai-does-90-of-the-writing/
https://clearbrief.com/
https://www.deepjudge.ai/product
https://truleo.co/field-notes-voice-generated-reports
https://www.lexisnexis.com/en-us/products/lexis-plus-ai.page?srsltid=AfmBOoq6XpmZko8PiNJf3yS1PzEoBmY1O6vglGj4ayC5FOfVu5BBdqhU
https://www.harvey.ai/
https://www.wordsmith.ai/
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Category Example use cases of generative AI in the criminal justice system 

Example Use Case Body-Worn Camera Transcription and Analysis Knowledge Management for Investigative Purposes

Target Users Law Enforcement Agencies that Employ Body-Worn Cameras Law Enforcement

Availability Available Now Available Now

Prominent Classes of 
AI Used

Generative AI and Discriminative AI Generative AI and Discriminative AI

Description Software tools that integrate generative AI and advanced traditional AI technologies 
and techniques, such as computer vision, natural language processing, and speech 
processing, can automate transcription and analysis of body-worn camera data.

Platforms use AI to assist in multimodal analysis across law enforcement data 
(e.g., CAD/RMS, police reports, digital evidence, agency documents, open-source 
intelligence sources), providing actionable insights and intelligence. These platforms 
leverage generative AI to provide semantic search across data, summaries and 
reports, and data visualization and analysis. 

Pain Points Addressed Vast quantities of footage are captured but rarely used by agencies due to the 
massive effort required to review, transcribe, and analyze the content manually and 
the need for specialized personnel and technology to handle the data efficiently, 
making it cumbersome and resource-intensive for law enforcement to fully use the 
footage for investigative and training purposes.

The platforms address the following pain points: disparate data sources requiring 
manual review, time-consuming searching across databases and systems, and slow 
search, retrieval, and analysis processes.

Specific Tasks 
Augmented

AI can augment audio transcription, tone and speech analysis, recognition and 
classification of events (e.g., use-of-force, pursuits, frisking, noncompliance 
incidents), recognition of professional and unprofessional language use, and 
analysis of community–police interactions, and redaction.

AI augments document and report generation and summarization, semantic 
searching, pattern identification, trend prediction, and data visualization.

Potential Benefits AI offers efficient and cost-effective solutions that enhance public trust and safety. 
By identifying patterns in police–community interactions, these systems can help 
optimize community engagement, patrol operations, supervision, and training. 
Additionally, they facilitate automated supervision and coaching, thereby enhancing 
police professionalism.14 These tools can help recognize behavioral patterns, which 
can lead to improved compliance and reduced escalations in police–community 
interactions, further contributing to a more effective and community-focused 
policing approach.

AI can help streamline workflows, reduce manual workload, enhance efficiency and 
speed of data retrieval, and support investigations.

Key Considerations AI tools that transcribe and analyze body-worn camera footage raise concerns 
about data security, audio misinterpretation, and potential bias. Background noise, 
dialects, or overlapping speech can lead to inaccurate transcripts, and foundation 
models may reflect biases in their training data. Mitigation strategies include 
deploying Criminal Justice Information Services (CJIS)–compliant tools, encrypting 
audio and transcript data, and incorporating human-in-the-loop review processes. 
Vendors or agencies can also fine-tune models on law enforcement–specific audio 
and implement audit trails and logging to enhance accountability and accuracy. 

Key risks include hallucinated outputs, data leakage, and unauthorized access to 
sensitive materials. To mitigate these risks, agencies should adopt CJIS-compliant 
tools with strong access controls, encryption protocols, and auditing capabilities. 
Ensuring transparency and human review of AI-generated insights remains essential 
to ensure accuracy and reliability in legal procedures.

Example Tools & 
Vendors 
(tool | vendor)

Polis Solutions | TRUSTSTAT C3.AI | C3.AI

TRULEO | Body Camera Analytics Penlink | CoAnalyst

ForceMetrics | ForceMetrics

Table 2 cont.
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https://www.polis-solutions.ai/
https://c3.ai/
https://truleo.co/virtual-fto
https://www.penlink.com/platform/coanalyst/
https://www.forcemetrics.com/
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Category Example use cases of generative AI in the criminal justice system

Example Use Case Transcription, Translation, and Facilitation of Next Steps in Courts

Target Users Courts and Correctional Systems

Availability Available but Custom Development Required

Prominent Classes of 
AI Used

Generative AI and Discriminative AI

Description Generative AI–powered software tools provide assistance to the full spectrum of court system stakeholders 
and augment capabilities that range from paperwork completion to judgment preparation for live courts, 
hybrid courts, and fully virtual courts.

Pain Points Addressed AI addresses many concerns, including error-prone manual form completion; inconsistencies in case detail 
writing; delays from coordination difficulties in hearing preparation and scheduling; time-consuming 
case and judgment preparations; transcription inaccuracies and slow transcript analysis, leading to 
misinterpretations; inefficient minute summarization; and time-consuming data retrieval from outdated 
legacy systems.

Specific Tasks 
Augmented

AI augments form assistance, case detail writing, hearing preparation, automated scheduling, case 
preparation, judgment preparation, transcription, transcript analysis, transcript summarization, minute 
preparation, and data searching across legacy systems.

Potential Benefits AI can enhance customer-service centric paradigms in courts, enable privileged attorney-client 
conversations in digital settings, support multilingual communication, and provide real-time insights for 
court management.

Key Considerations AI tools used in court-related processes face challenges in accurately interpreting legal terminology, 
regional language nuances, and informal speech while maintaining privacy. Infrastructure limitations can 
further impact reliability. Mitigation strategies include fine-tuning models on legal and courtroom-specific 
language, securing data with encryption, and using human reviewers to verify translations or AI-suggested 
next steps before they are used in official proceedings.

Example Tools & 
Vendors 
(tool | vendor)

Microsoft + CX Unicorn | Custom Instances

Steno | Transcript Genius

Filevine | Depo Copilot

Table 2 cont.

https://www.microsoft.com/en-us/industry/blog/government/public-safety-and-justice/2023/12/13/how-the-microsoft-cloud-and-ai-are-transforming-court-operations/
https://brief.steno.com/stenos-transcript-genius-ai-powered-analysis-tool-gives-you-an-edge
https://www.filevine.com/p/depo-copilot-waitlist/
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CRIMINAL JUSTICE GENERATIVE AI IMPLEMENTATION 
CONSIDERATIONS
The adoption of generative AI tools in the criminal justice system requires careful evaluation of 
technical feasibility, operational viability, and governance considerations. As these tools advance, 
their potential to improve efficiency, productivity, accessibility, and decision-making must be weighed 
against challenges such as system integration, data privacy, and accuracy in high-stakes legal contexts. 
Additionally, the governance risks related to bias, transparency, and oversight demand particular 
scrutiny. By addressing these factors, stakeholders can implement generative AI responsibly, ensuring 
that these tools contribute to, rather than undermine, justice.15

Technical Considerations

Criminal justice practitioners should evaluate the technical considerations before implementing 
a generative AI tool. Technical considerations focus on six key aspects of quality: poor specificity, 
hallucination, real-time data or training cutoff dates, context window limitations, model drift, and 
homogenization.

Quality Monitoring: Key challenges for generative AI tools in criminal justice involve ensuring the 
relevance and accuracy of outputs, including addressing several specific issues:

 � Specificity: The foundation models that underpin generic generative AI tools are trained on 
broad publicly available data. Although this gives these models a broad knowledge base, it 
also means they may lack specific context or knowledge relevant to the criminal justice system. 
To improve output relevance, several approaches can be considered. Prompt engineering 
is a method involving the careful design of user inputs to guide the model’s responses. For 
example, generic generative AI tools may not properly consider specific nuances of legal jargon, 
mannerisms of law enforcement communication, or localized trends when prompted. Prompt 
engineering can be used to tailor the input prompts to better fit the specific context in many 
cases, such as having the model adopt a role, giving it definitions of domain-specific jargon, or 
evaluating model performance and improving iteratively. Retrieval-augmented generation (RAG) 
is another method that allows a model to retrieve relevant external documents—such as local 
case law or policy guidance—at runtime, improving specificity without requiring changes to the 
model itself. Fine-tuning involves augmenting the model leveraging domain-specific data (e.g., 
regional laws, communication styles, case files) to improve contextual accuracy, although this 
approach requires technical expertise and access to sensitive data sets. Human feedback can be 
incorporated during model development or fine-tuning to further refine outputs for accuracy and 
appropriateness, particularly in high-stakes legal contexts.

 � Hallucination: The outputs from generative AI–powered tools are prone to hallucinations, 
wherein the model generates content that is factually incorrect, yet appears plausible. 
These hallucinations occur when the model makes connections in its latent space—abstract 
representations within the AI—that do not exist in reality. For example, the model might 
incorrectly generate a statement that combines unrelated legal concepts, such as referencing 
a nonexistent court ruling or merging details from different cases into one, creating a fictitious 
precedent. These errors are not a result of probabilistic sampling; rather, they stem from the way 
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the model processes and generates novel content based on the vast and varied data it has been 
trained on. Generative AI–powered tools have been documented to create fake legal cases,16 
fabricate citations,17 and make up sentences during transcription-related tasks.18

 � Real-Time Data or Training Cutoff Dates: Foundation models that underlie generative AI tools 
are trained on historical data often only up to a specific cutoff date. Therefore, the models may 
not reflect the most current information, such as legal precedents or case law. Criminal justice 
practitioners should be aware of cutoff dates for generative AI tools used and should consider 
how they themselves or tool vendors plan to ensure models are continually updated over time. 
Some of the most recent models from several companies are highlighted in Table 3. 

Table 3: Cutoff dates for select generative AI models

Model Provider Model Name Cutoff Date

OpenAI GPT-4o June 202419

Google Gemini 2.0 Flash August 202420

Anthropic Claude 3.7 Sonnet November 202421

If an investigator were using a generative AI 
tool to compile a timeline of recent events in 
a specific area, the tool alone without access 
to other data sources would lack knowledge 
of any events occurring after its underlying 
model’s training cutoff date. This limitation is 
compounded by the fact that the training data 
may not include comprehensive coverage of 
local events, particularly in areas with limited news reporting. Therefore, the investigator would 
need to manually provide any relevant recent information or retrieve it from current sources to 
ensure the accuracy and completeness of the timeline generated by the AI tool.

 � Context Window Limitations: Foundation models that underlie generative AI tools can only 
consider a set amount of text at once, usually due to technical and architectural constraints. 
This limitation impacts the model’s ability to interpret and maintain context over long stretches 
of text. For example, when processing lengthy legal documents or complex narratives, the 
model might lose track of earlier information, leading to less-coherent or -accurate outputs 
as it processes further into the text. Inputs to foundation models within generative AI tools 
are tokenized, or split into smaller parts, to be processed by the models. Several of the most-
popular foundation models have context windows that range from 128,000 to 200,000 tokens or 
approximately 85,000 to 133,000 words. Exceptions to this general window are already emerging 
as technology advances, with models like Google’s Gemini 2.0 Flash having an input context 
window of 1,048,576 tokens or roughly 700,000 words.22 Although these windows are expanding, 
window size does not always directly correlate with accuracy in outputs for longer prompts—
model architecture can lead to the loss of nuance in context well below these token limits.

 � Model Drift: The outputs produced by generative AI tools are subject to model drift, meaning 
the quality of AI-generated completions can degrade over time due to changes in the underlying 
data or shifts in societal behaviors, legal standards, or environmental factors that were not part 
of the model’s original training. As a result, without regular updates or retraining with new data, 
the model’s outputs may become less accurate and relevant, leading to a misalignment between 
the tool’s responses and the current needs or conditions it is meant to address. In the context 
of criminal justice, using modern generative AI to review old cases could inadvertently uncover 
major errors that might lead to legal challenges, lawsuits, or even acquittals if these outdated 
models were applied without proper oversight. Furthermore, historical biases, such as those 
related to racial disparities in policing, embedded in the training data could perpetuate these 
issues in future outputs, exacerbating existing problems rather than addressing them.
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 � Homogenization: Homogenization in foundation models, commonly used in generative AI, 
refers to the reuse of similar architectures—the underlying structures and design frameworks 
that determine how AI models process information—across multiple applications. Although 
this approach streamlines development and improves efficiency, it can degrade the quality 
of outputs. When a narrow range of models and training data is applied broadly, outputs may 
lack the specificity, contextual sensitivity, or robustness required in sensitive areas. This risk 
is particularly concerning for criminal justice, where outputs that fail to account for context 
or nuance can reinforce biases, create errors, and compromise fairness. Additionally, the 
concentration of resources needed to create these models means that only a few entities can 
develop them, limiting the diversity in training data and perspectives.

Operational Considerations

The operational integration of generative AI tools within 
the criminal justice system encompasses several key 
considerations: policies and procedures, training, funding, 
and data management.

In light of the risks of using tools with 
generative AI capabilities, the criminal justice 
community may prohibit use of these tools. 
For example, in Washington, the King County 
Prosecuting Attorney’s Office will not accept 
law enforcement narratives that have been 
written with the help of AI-assistant report 
writing tools.

1. Policies and Procedures

 � Privacy and Data Security: Privacy and data security 
are foundational considerations when integrating 
generative AI into internal processes, particularly within 
the criminal justice system where sensitive data and 
high-stakes decisions may be involved. Many generative AI–powered tools operate via cloud-
based applications that transmit, store, and sometimes retain data for future model training. 
This approach raises significant concerns about data ownership, unauthorized access, and data 
breaches. To mitigate these risks, robust cybersecurity measures and strict data handling policies 
must be in place. In parallel, privacy risks may also arise during model training when sensitive 
data are used. Advanced AI techniques, such as federated learning, provide an additional layer of 
security by enabling AI training across decentralized locations. This approach enhances privacy 
by keeping sensitive data local, making it particularly valuable in criminal justice applications. 
Furthermore, synthetic data generation can create artificial data sets for training models 
without compromising real-world sensitive information, thereby bolstering privacy. Although 
federated learning and synthetic data generation offer important security benefits, they remain 
supplementary rather than essential components of AI implementation. Stakeholders must also 
ensure that appropriate authorities retain ownership of sensitive data. Tools like Google Gemini 
Apps23 and Open AI’s ChatGPT app,24 for instance, may store user data—including conversations 
and uploaded files—which can be reviewed or used for model improvement, as highlighted in 
their privacy policies. Organizations must assess how new tools fit within existing operational 
structures—who manages the tools, who approves data access, how audits are conducted, and 
whether vendors’ practices (e.g., storing user interactions for model improvement) align with 
internal policies and procedures.

 � Oversight and Accountability: Establishing policies and procedures that ensure accountability 
for generative AI outputs is critical, especially with the relevance and accuracy issues discussed 
in the technical considerations, and the biases discussed in the governance considerations 

https://www.eff.org/deeplinks/2024/10/prosecutors-washington-state-warn-police-dont-use-gen-ai-write-reports
https://www.eff.org/deeplinks/2024/10/prosecutors-washington-state-warn-police-dont-use-gen-ai-write-reports
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below. Challenges such as bias, AI hallucinations, inaccuracies, model drift, and the difficulty of 
maintaining context in extensive texts present significant risks. Having mechanisms in place and 
humans in the loop is essential to monitor and manage these outputs, ensuring they remain 
reliable and appropriate for important and sensitive criminal justice applications.

2. Training: Effective use of generative AI tools in criminal justice requires more than basic technical 
proficiency—it demands specialist training in both how to interact with the tools and how to 
critically evaluate their products. Although prompt engineering—the process of asking exact, 
contextually relevant questions—remains key, users also need to be trained to act as the human-in-
the-loop to ensure outputs are correct, equitable, and appropriate for use in high-stakes settings. 
This training entails developing the ability to recognize when a model is likely to have hallucinated, 
how to recognize signs of model drift over time, and how to audit AI-generated content for 
alignment with legal standards and institutional protocols. This ability requires ongoing education, 
practical training, and clear organizational guidance to achieve responsible and effective AI 
integration into criminal justice applications.

3. Funding (Including Maintenance and Updates): The dynamic nature of the criminal justice 
system mandates regular updates and maintenance of generative AI tools to ensure continued 
relevance, fairness, and effectiveness. Vendors may shoulder this burden for subscription-based 
tools, but for agency-tailored solutions, organizations must integrate the cost and logistics of these 
activities into broader strategic, operational, and fiscal plans.

4. Data Management

 � Data Access and Ownership: Before generative AI tools are used in criminal justice settings, 
guidelines must be established regarding access, use, and ownership of data and results by 
stakeholders and AI providers. These guidelines apply to both input data, which may include 
sensitive or nondeidentified data, and results generated by the AI, such as synthesized 
summaries, legal inferences, or case-related insights. Without definite agreements, data or results 
could be exploited, stored without the consent of the subject, or redirected to other purposes 
without adequate surveillance. Having definition on such terms is vital to maintaining privacy, 
data integrity, and public trust.

Governance Considerations

The implementation of generative AI in the criminal justice system entails several governance 
considerations, primarily focused on fairness, legal and regulatory, and community.

1. Fairness

 � Human Bias: Biases that developers, data annotators, or users might have can be explicit or 
implicit and of personal, cultural, or societal origins. Such biases can affect the design, training, 
or tuning of generative AI systems, and through this process, might generate outputs that mirror 
or perpetuate these biases. Bias might also occur at runtime, as users might craft prompts that 
capture implicit assumptions or biased perspectives. Because LLMs generally align with the user’s 
intent, they tend to amplify biased prompts by creating responses that support or agree with 
those views, a phenomenon referred to as sycophantic behavior. Sycophantic behavior implies 
critical consciousness and diligence when generative AI is used in sensitive domains like criminal 
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justice. For example, if one poses a leading question to a model concerning the credibility of a 
particular witness type (e.g., “Why are teenage witnesses typically not credible?”), the model may 
affirm the assumption rather than disprove it.

 � Algorithmic Bias: This bias occurs when AI algorithms yield systematically discriminatory results, 
often due to their design or the data on which they were trained. For example, LLMs trained 
predominantly on data from a particular demographic group may show a bias toward or against 
that group. As part of algorithmic bias, LLMs are susceptible to sycophancy bias, where the model 
echoes or agrees with the user input—regardless of whether it is true or neutral—and thus 
reinforcing biased assumptions or misinformation.

 � System Bias: This bias encompasses those embedded in the broader systems within which AI 
operates, including data collection, deployment environments, and feedback loops. For example, 
if a generative AI tool is trained using historical police reports or case records that have been 
subject to charging disparities or disparities in arrest rates for specific racial or socioeconomic 
populations, the model can learn and perpetuate the same patterns—such as associating certain 
neighborhoods or demographics with higher rates of criminality. These findings are not due to 
prejudices within the algorithm itself, but rather the systemic inequalities embedded within the 
data and processes of its implementation. Systemic biases can cause a generative AI system to 
produce consistently biased outputs in specific contexts or for particular groups.

 � Anthropomorphic Bias, Automation Bias, and Model Capability: The hyper-realistic outputs of 
generative AI–powered tools can induce anthropomorphic bias, wherein users attribute human-
like understanding to these systems, which fundamentally operate on statistical prediction rather 
than reasoning. This mischaracterization can lead to overreliance on AI, known as automation 
bias, where users uncritically accept AI-generated content and overly trust the system’s outputs, 
even in high-stakes criminal justice contexts. Such biases can result in flawed decision-making 
and can have potentially serious consequences. To mitigate these risks, stakeholders must be 
trained on the tools’ actual capabilities and limitations, and robust verification protocols for AI-
generated information must be implemented to ensure that AI is used as a support tool rather 
than an unquestioned authority.

2. Community

 � Transparency and Explainability: Transparency and explainability are essential for building 
trust, accountability, and community-centered decision-making in generative AI systems, 
particularly in criminal justice systems. Transparency involves providing clear, accessible 
information on how a model has been developed and how it functions—including details about 
training data sources, design choices, embedded assumptions, and known limitations—so that 
stakeholders can anticipate and understand the system’s potential impacts. Explainability refers 
to the ability to trace how a particular output was generated from a given input, providing 
insights on the model’s logic or reasoning. These qualities are especially important in the context 
of the criminal justice system, where communities can be directly affected by decisions made 
with the aid of generative AI. However, transparency and explainability are often difficult to 
achieve with deep-learning models, which act like black boxes, and with proprietary systems, in 
which internal mechanisms are not disclosed.5 In criminal justice, where accountability is critical, 
practitioners must weigh the benefits of generative AI against the need for clear, explainable, and 
accountable outputs to maintain ethical and legal standards.
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3. Legal and Regulatory Compliance: Users of generative AI in the criminal justice realm must 
navigate a complex landscape of laws and regulations unique to this sector.25 These legal 
frameworks and laws are constantly evolving and address topics such as ensuring the admissibility 
of generative AI-generated evidence in court and adhering to local, state, and federal regulations 
that may restrict the use of new technologies in certain contexts, such as policing.

The technical, operational, and governance implementation considerations presented in this section 
are addressed in varying degrees within the current laws and policies being introduced or implemented 
in the United States and around the world to define guidelines for the development and use of AI 
systems in both the public and private sectors. In recognition of the regulatory complexity of AI, federal, 
state,26 and local government stakeholders and international institutions are developing frameworks, 
standards, and oversight structures that promote responsible innovation.27 For instance, the Toolkit for 
Responsible AI Innovation in Law Enforcement,28 developed by Interpol and UNICRI with support from 
the European Union, provides guidance to help agencies implement AI while safeguarding human 
rights, ethics, and policing principles. Although approaches vary, there is a shared understanding that 
generative AI tools—particularly when used in sensitive areas like criminal justice—must be guided by 
principles that ensure transparency, fairness, accountability, and protection of individual rights. These 
efforts reflect growing commitment to establishing the terms under which AI can be used safely and 
ethically across sectors.

With the changing policy climate, organizations must remain vigilant and adaptive. Technical innovation 
is not enough; successful implementation rests on a solid foundation of organizational readiness, 
legal clarity, and human-centered design. Agencies that adopt generative AI technologies in criminal 
justice environments will need to take great care in considering how the technologies map to existing 
mandates and values, implement oversight frameworks, and prioritize the needs and rights of the 
populations they serve. An engaged, informed, and ethical approach is critical to unlocking the benefits 
of AI while minimizing unintended harms.

Considerations Questions to Ask

Purpose and 
Goals

 F Where in criminal justice workflows might AI address inefficiencies and limitations?
 F How might generative AI support or enhance the work currently being done by practitioners?
 F What are the key performance indicators (KPIs) that will help measure the success of implementing this tool?

Technical 
Considerations

Quality Monitoring

 F What processes will be used to regularly assess the accuracy and reliability of generative AI outputs?

Compatibility and Integration

 F Does our agency have the necessary hardware and software infrastructure to support the deployment of generative AI 
tools?

 F How will generative AI integrate with existing systems and workflows without causing disruption?
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Considerations Questions to Ask

Operational 
Considerations

Policy and Procedure

 F How will data ownership and access be managed between our agency and external vendors providing generative AI 
solutions?

 F What documentation and standard operating procedures (SOPs) are necessary for effectively integrating generative AI 
into our existing workflows?

 F What protocols will be established to ensure ongoing accountability and oversight of AI-generated decisions?
 F How will unauthorized access to the outputs and insights generated by these tools be prevented?

Workforce and Culture

 F Who within our agency will be responsible for overseeing the legality, use, and outputs of generative AI tools?

Training

 F How will staff be trained to use generative AI tools effectively and responsibly (from identification of use cases to 
effective prompt engineering and critical evaluation of AI outputs)?

 F How can practitioners be trained to recognize and manage their own biases and the limitations of the AI tools they use?
 F What continuous training programs will be established to ensure our workforce stays updated on best practices for 
generative AI usage?

Data Management

 F Does our agency have clear data governance policies to manage the flow of data between our agency and generative AI 
tool vendors?

 F What measures ensure that any sensitive data used by generative AI tools are securely handled and stored?
 F What specific data sets will be used by the generative AI tool, and how will access to these data be controlled and 
monitored?

Funding

 F What are the initial and ongoing costs associated with implementing and maintaining generative AI tools, and how 
will they be funded?

 F Are grants or other funding sources available to support the adoption of generative AI in our agency?

Governance 
Considerations

Fairness

 F How can we identify and mitigate individual, algorithmic, and systemic biases within generative AI tools?
 F What measures can we implement to continuously improve the fairness of AI-generated outcomes?
 F How can we communicate fairness considerations effectively to the communities served?
 F What ethical guidelines should we follow to ensure responsible AI usage, particularly concerning bias and overreliance 
on AI decisions?

Legal and Regulatory

 F What legal frameworks govern the use of generative AI in our specific jurisdiction?
 F How can compliance with constitutional rights, such as privacy and due process, be ensured or further protected by the 
use of generative AI tools?

Community

 F How can we engage the community to address concerns about the transparency and fairness of generative AI tools?
 F What systems can we implement to ensure transparency and explainability in the decisions or outputs generated by AI?
 F How can we measure and communicate the accuracy and error rates of AI tools to build trust with the public?
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FUTURE OUTLOOK
As generative AI technology evolves, generative AI tools are set to revolutionize various roles across 
and throughout all branches of the criminal justice system. Many general and criminal justice–specific 
generative AI tools are already operational, whereas others are being developed to automate, 
augment, and accelerate a range of tasks—from administrative automation to decision support—
and paving the way for new workflows. The exploration, evaluation, and deployment of these 
tools should be approached with a mix of skepticism and caution, considering the full spectrum of 
technical, operational, and governance factors highlighted in this report and associated resources. To 
significantly and consistently improve outcomes within the criminal justice system using generative 
AI, a collaborative approach involving practitioners, technologists, legal experts, and policymakers is 
essential to ensure that these tools align with the broader goals of the criminal justice system, balancing 
benefits against potential risks.
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APPENDIX I: GLOSSARY 
Application program interface (API)  
An API is a set of rules or protocols that enables 
software applications to communicate with 
each other to exchange data, features, and 
functionality.29

Autoregressive models 
In generative AI, an autoregressive model 
generates each output token (e.g., word, 
character) one at a time, using previously 
generated tokens as input to predict the next 
one. These models are trained to predict the next 
element in a sequence based on prior context, 
enabling coherent generation of text, code, or 
other sequential data. For example, language 
models like GPT use an autoregressive approach 
to autocomplete sentences by predicting each 
next word based on the words that came before.30

Bias 
In the context of AI, bias refers to systematic 
differences in an AI system’s behavior or 
predictions that arise from a range of sources, 
including human, systemic, and statistical or 
computational factors. These forms of bias may be 
introduced during data collection, model design, 
deployment, or usage and can lead to outcomes 
that are inaccurate, unfair, or discriminatory. Bias 
is not always the result of intent; it can emerge 
inadvertently through institutional practices, 
skewed training data, algorithmic assumptions, 
or cognitive heuristics. Effective management of 
AI bias requires a sociotechnical approach that 
accounts for the full life cycle of AI systems and 
the broader social context in which they operate.31

Blind spots 
Blind spots are data gaps resulting from missing or 
incomplete training data within specific domains 
or due to knowledge cutoffs.

Chatbot 
A chatbot is a computer program that simulates 
human conversation with an end user.32

Closed-source foundation model 
This model is a type of AI model where access to its 
architecture, weights, and training data is restricted, 
typically by the organization that developed it. 
Unlike open-source models, closed-source models 
limit public access to prevent modification or 
misuse.33

Cloud-based application 
Also known as software-as-a-service (SaaS), cloud-
based application is application software hosted in 
the cloud. Users access the application through a 
web browser, a dedicated desktop client, or an API 
that integrates with a desktop or mobile operating 
system.34

Cloud platform  
Cloud platforms are platforms by which cloud 
service providers provide on-demand access of 
computing resources—physical servers or virtual 
servers, data storage, networking capabilities, 
application development tools, software, AI-
powered analytic tools, and more—over the 
internet.34

Context window 
Context window refers to the maximum amount 
of text an LLM can process at one time, including 
the user’s prompt. It defines how much context the 
model can use to generate relevant and coherent 
responses.22

Contrafactual bias  
A form of bias specific to LLMs that are trained to 
respond to questions or commands, contrafactual 
bias is when the model accepts a false assumption 
in a prompt as true and responds accordingly on 
the basis of that false assumption. This behavior 
can result in outputs that sound reasonable but are 
misleading or inaccurate.35
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Discriminative AI 
Algorithms and models that are well suited to 
classification tasks due to their focus on modeling 
boundaries between specific classes of data 
aiming to predict the conditional probability of a 
given data point falling into a certain class (e.g., 
car vs. not car).36

End-to-end software application 
This type of application is where a single provider 
supplies all the necessary software and hardware 
components to meet a customer’s needs, without 
requiring any involvement from other vendors.

Federated learning
Federated learning is a decentralized method for 
training AI models collaboratively across multiple 
devices or servers, without data leaving the local 
environment. Each participant trains a model 
locally on their private data, which aggregates the 
improvements.37

Fine-tuning
This process of adapting a pre-trained model for 
specific tasks or use cases allows the model to 
retain general knowledge from its initial training 
while refining its performance for specialized 
tasks.38

Foundation model
Machine learning models trained on a broad 
spectrum of generalized and unlabeled data 
and capable of being adapted to perform a 
wide variety of general tasks such as language 
processing and analysis, generating text and 
images, and generating natural language.39

Generative AI
This class of deep-learning models that can 
generate new content, such as text, images, 
or other data types, by learning patterns from 
existing data sets. These models create outputs 
that resemble the data they were trained on 
without replicating them exactly.2

Hallucination
A phenomenon wherein a LLM perceives patterns 
or objects that are nonexistent or imperceptible 
to human observers, creating outputs that are 
nonsensical or altogether inaccurate.40

Homogenization
In the context of foundation models, 
homogenization refers to the consolidation of 
methodologies and architectures across various 
AI applications. This process provides efficiency 
by using a single foundation model for diverse 
tasks but creates risks, as any flaws or biases in 
the foundational model can be inherited by all 
downstream applications built from it.5

Human-labeled data 
These raw data (e.g., text, images, videos) have 
been annotated with tags or labels by humans to 
specify its context. These labels guide machine 
learning models during training, enabling them to 
learn patterns and make accurate predictions.41

Knowledge cutoff
In the context of foundation models, knowledge 
cutoff is the date at which model training data 
or knowledge base does not cover any online 
content released after that point.42

Large language model (LLM)
This foundation model is trained on vast amounts 
of text data for the purpose of predicting and 
creating language outputs based on patterns 
observed during training.43

Model drift
Model drift is a phenomenon where a machine 
learning model’s performance degrades over 
time due to changes in the environment, data, or 
conditions it was trained on. This occurs because 
the model no longer aligns with the real-world 
scenario it is meant to operate in.44

Multimodal
Multimodal refers to machine learning models 
capable of processing and integrating information 
from multiple modalities or types of data (e.g., 
text, images, audio, video, computer code).45
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Natural language processing (NLP)
This subfield of computer science and AI uses 
computers to process, interpret, and analyze 
human language.46

Nonautoregressive
In the context of generative AI, a 
nonautoregressive model generates output 
tokens in parallel rather than one at a time, as 
opposed to autoregressive models that generate 
each token based on previously generated ones. 
This parallel generation enables faster inference 
but may reduce output quality for complex 
tasks. For example, in machine translation, a 
nonautoregressive model might generate an 
entire sentence at once using the overall context, 
rather than building it word by word.47

Open-source foundation model
Open-source foundation model is a type of 
foundation model whose architecture and 
weights are publicly accessible. This approach 
enables external developers to study, modify, and 
build on the model, fostering collaboration and 
innovation.33

Probabilistic
In the context of LLMs, probabilistic refers to 
how responses are generated by sampling from 
a probability distribution over possible next 
tokens, rather than deterministically choosing 
the single most likely token. These probabilities 
are computed using a softmax function, which 
converts internal model scores into a distribution 
over possible outputs. Many LLMs incorporate a 
temperature parameter to adjust the randomness 
of sampling—higher temperatures produce 
more-varied outputs, whereas lower temperatures 
yield more-focused, deterministic responses. This 
probabilistic nature is central to how generative 
AI creates coherent and contextually appropriate 
language without true understanding.48

Prompt
A prompt is a user’s input into an AI system, such 
as a chatbot application powered by an LLM, to 
obtain specific results.49

Prompt engineering
Prompt engineering is the process of designing 
and refining prompts to guide generative AI 
models in producing desired outputs.50

Reinforcement learning from human feedback
This machine learning technique uses human 
feedback to train machine learning models. 
Reinforcement learning techniques train models 
to provide outputs that maximize rewards, making 
their outcomes more accurate.51

Self-supervised learning
In this machine learning technique, a model 
is trained using augmented input data in lieu 
of labeled output data, reducing the need for 
human-annotated data sets.52

Supervised learning
In this machine learning technique, a model is 
trained using labeled output data.53

Synthetic data
Synthetic data refers to computer-generated 
information used to train or test AI models when 
real-world data are scarce, difficult to obtain, or 
sensitive.54

Token
In the context of LLMs, token refers to machine-
readable representation of words, parts of words, 
or even punctuation.55

Web application
Also known as web app, a web application is a 
software program hosted on a web server and 
accessed through a web browser on a user’s 
device.56

Web-enabled (native) software application
Also known as hybrid apps, this type of software is 
installed directly on a user’s device and uses web 
technologies to access remote data or services.56
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APPENDIX II: GENERATIVE AI BASICS 

Technical Basics: Architecture and Access

Users typically interact with these tools through various interfaces, including web applications like 
chatbots or native software applications with application program interfaces (APIs) that provide access 
to AI models (as seen in Figure 2). In these interfaces, users provide requests for specific tasks (such as 
answering questions or generating content) in natural (i.e., plain) language, referred to as a prompt. 
The application sends the prompt to an AI model, which processes it and generates the desired output. 
Depending on the model type, this process could involve predicting the output word by word, as with 
autoregressive models like GPT-4, or generating the entire output at once, as seen in nonautoregressive 
models, which are often used for tasks like translation. These models generally require significant 
computational resources to run and are often hosted on cloud platforms that provide access to the 
processing resources required for development and deployment.

Preliminary Generative AI Tech Stack

Users
User Prompt:

Recite the Miranda Rights that police 
officers recite when making an arrest.

ChatGPT:

The Miranda Rights are a standard 

Applications

End-to-End Apps
User-facing applications 
built around proprietary 
models

Examples: Midjourney, 
AlphaFold, RunwayML

Software Applications
User-facing applications designed for both business-to -business and 
business-to-consumer markets, offering the flexibility to integrate and use 
open- or closed-source models

Examples: Jasper, GitHub Copilot

Models

Closed-Source 
Foundation Models

Large-scale, pre-trained 
models with restricted 
APIs

Examples: GPT-4o 
(OpenAI), Claude 3 
(Anthropic), Gemini 
(Google)

Model Platforms
Platforms for sharing and hosting models

Examples: Hugging Face, Replicate

Open-Source Foundation Models
Models available for broader access

Examples: BLOOM, Craiyon, Stable Diffusion 
(Stability AI)

Infrastructure

Cloud Platforms (Infrastructure)
Facilitates remote access to computing resources, supporting both development 
and deployment of foundation models within a cloud-based environment

Examples: AWS, GCP, Azure, Coreweave

Compute Hardware (Infrastructure)
Specialized accelerator hardware engineered to optimize the speed and 
efficiency of AI model training and processing complex workloads

Examples: GPUs (Nvidia), TPUs (Google)

Figure 2: Overview of user experience using a generative AI–powered chatbot (ChatGPT) with an example 
prompt and response from the tool.
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Prominent publicly accessible generative AI tools include OpenAI’s ChatGPT,57 Anthropic’s Claude,58 and 
Google’s Gemini,59 which transform text prompts into human-like responses. Tools like Midjourney60 
and OpenAI’s DALL-E61 create images from text descriptions. Many recent generative AI models are 
multimodal, meaning they can interpret and generate content across different types of data, such 
as text, images, and audio, enhancing their versatility and application in various fields. For example, 
ChatGPT-4 and Claude can handle both image and text inputs, enhancing analysis and transformation 
capabilities. Enterprise software providers like Microsoft, Google, and Salesforce are already beginning 
to integrate generative AI into their suites, exemplified by Windows’ Copilot and Salesforce’s Einstein 
GPT, boosting daily workflows.

Technical Basics: Foundation Models and Training

Foundation models, which form the core of generative AI tools, are trained on broad data sets and 
can be adapted for various tasks.5 Open-source foundation models, which are publicly accessible and 
can be modified by anyone, allow users to tailor AI tools to specific needs, fostering innovation and 
collaboration within the field. Closed-source foundation models, on the other hand, are proprietary and 
controlled by specific organizations, often providing more-robust support and security and ensuring 
compliance with legal standards. Many of these foundation models, including LLMs, learn patterns 
from vast data sources (e.g., the entirety of Wikipedia up to a certain date) through self-supervised 
learning, which involves the AI system itself (i.e., with very limited human involvement) predicting or 
reconstructing parts of training data to capture complex relationships.5 This method enables rapid 
scaling of training and provides foundation models with a broad and generalizable knowledge base. 
Figure 3 highlights a generic overview of foundation model training.

Techniques such as supervised fine-tuning and reinforcement learning from human feedback (RLHF) 
further refine these models for specific applications. Supervised fine-tuning involves training the 
model on labeled data to improve its performance on particular tasks, ensuring it meets application-
specific needs (e.g., the needs of criminal justice practitioners). RLHF enhances this process by 
incorporating feedback from human evaluators, aligning the model’s outputs with human values and 
preferences. Rejection sampling is used during fine-tuning to filter out low-quality or irrelevant outputs, 
ensuring that only high-quality responses are used for further training. This sampling method helps 
in maintaining high standards of accuracy and relevance in the model’s performance. This iterative 
process of generating outputs, receiving feedback, and updating the model helps create a robust and 
reliable AI tool tailored for a particular application. Unlike earlier AI models that were tailored for hyper-
specific tasks and trained using only human-labeled data, foundation models are adaptable to diverse 
applications, making them highly valuable in addressing complex and evolving needs.62 
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Process of Training and Fine-Tuning Foundation Models

Human Feedback

Human Preference Data Safe or Helpful Outputs = 
Reward the Model

Pretraining

Pretraining Data Self-Supervised 
Learning*

Foundation 
Model

Fine-Tuning

Reinforced Learning 
from Human Feedback

Proximal Policy 
Optimization

Rejection 
Sampling

Supervised 
Fine-Tuning

Fine-Tuned 
Foundation Model

*Limited human involvement

Figure 3: General overview of how foundation models are trained using three different types of learning and 
capability of foundation models to generate a variety of modal outputs.

Advanced AI Concept Considerations for Criminal Justice Practitioners

For criminal justice practitioners, the integration of advanced AI concepts like synthetic data generation 
and federated learning can significantly enhance the effectiveness and security of generative AI 
applications. Synthetic data generation focuses on creating artificial data that closely mimic real-
world data and that can be used to train foundation models. This approach allows vendors and 
criminal justice system stakeholders to train generative AI systems on sensitive scenarios—such as 
crime pattern analysis or suspect identification—without using sensitive real-world data, thereby 
preserving privacy and overcoming data scarcity challenges. Federated learning enables the creation 
and continuous improvement of AI systems by leveraging decentralized data sources while maintaining 
data privacy and security. Implementing these advanced AI concepts typically requires collaboration 
with specialized vendors who can provide the necessary expertise and infrastructure. Understanding 
and implementing these advanced AI concepts is crucial for criminal justice professionals looking to 
leverage generative AI’s full potential while addressing the unique challenges of data sensitivity, privacy, 
and interdepartmental collaboration.
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